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Response to ‘Social media, misinformation and 

harmful algorithms’ inquiry call for evidence 

Faculty of Public Health  

This response is from the Faculty of Public Health (FPH), as developed by the Artificial 

Intelligence and Digital Public Health Special Interest Group. The FPH, as part of the 

medical Royal College arrangements, is the standard-setting body for public health in the UK 

and professional home for over 5,000 members of the public health workforce. We advocate 

on key public health issues and have a strong mandate and responsibility to ensure that the 

essential functions, standards and resources of a robust public health system are 

maintained.  

 

Executive summary  

To what extent do the business models of social media companies, search engines and 
others encourage the spread of harmful content, and contribute to wider social harms? 

1. Most of the UK population access online content and spend a significant portion of 
their day online. The majority encounter potentially harmful content.  

2. The revenue model of social media platforms incentivises their use of engagement-
based content recommendation algorithms.  

3. We focus on recommendation algorithms (content propagation) because platforms 
have almost complete control over what they recommend to a user.  

4. Recommendation algorithms are designed to show users popular content. But what 
becomes popular is the results of users' collective online actions. 

5. The rapid amplification and exposure to potentially harmful content is a particularly 
concerning feature of human interaction with engagement-based content 
recommendation algorithms.  

6. There is growing evidence that exposure to online content translates to actual health 
harms at an individual and population level, with certain groups more vulnerable to 
harmful content exposure.  

7. Social media platforms can be tools to support health, although the evidence 
currently skews towards negative rather than positive outcomes. 

8. Our judgement is that the growing evidence of harms resulting from the amplification 
of potentially harmful content by ‘engagement based-recommendation algorithms’ is 
sufficient to recommend that a public health approach to mitigating the risk of harm 
from online content must be taken.  
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What role do generative artificial intelligence (AI) and large language models (LLMs) play in 
the creation and spread of misinformation, disinformation and harmful content? 

9. Generative Artificial Intelligence and large language models could be a powerful 
public health tool, but as they become used more widely, in an unregulated context, 
they also pose a significant threat in propagating misinformation.  

 

What more should be done to combat potentially harmful social media and AI content?  

10. The British public strongly welcome action to tackle potentially harmful content.  

11. The UK government should support evidence-based interventions to protect 
individuals from potentially harmful online content.   

12. The UK government has a duty to protect and promote human health and therefore 
must strengthen regulation of social media platforms in line with other international 
examples.  

To what extent do the business models of social media companies, search engines and 

others encourage the spread of harmful content, and contribute to wider social harms? 

Social media platforms have transformed society by redefining how people communicate, 

assess information, and live together (Sindermann et al., 2024). Social media platforms 

allow individuals to connect within a virtual network to share, co-create, or exchange digital 

content such as information, messages, photos, and videos (Naslund et al., 2020). “Social 

media platforms” encompasses social networking sites as well as messaging services. 

Mainstream platforms, characterised by their large user base, include Facebook, YouTube, 

WhatsApp, Instagram, WeChat, TikTok, and X. It is estimated that around 58.4% of the total 

world population uses social media, which is 93.4% of all internet users (Sindermann et al., 

2024). 

Most (68%) adults online in the UK have been exposed to potentially harmful content. Most 

(67%) also believe that for them, the benefits of being online outweigh the risks (Ofcom, 

2024). There is growing evidence that online content has the potential to both improve and 

to harm the health of users and the wider population (Kanchan & Gaidhane, 2023). We 

advise applying the precautionary principle and taking proportionate action to mitigate the 

risks arising from potentially harmful online content, especially for young users who are most 

at risk.  
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1. Most of the UK population access online content and spend a significant portion of 

their day online. The majority encounter potentially harmful content.  

● In May 2024, 47.4 million UK adults accessed the internet.   

○ They spent an average of 4 hours 20 minutes a day online. Young adults (18-

24) spend an average of 6 hours 1 minute online. 

○ 94% of online adults visit YouTube, 83% visit Google Search, 70% visit all top 

three Meta-owned platforms (Facebook, WhatsApp, and Instagram), and 48% 

visit Reddit.  

○ 74% of online 18-24 year olds visited TikTok in May 2024.   

● In June 2024, 68% of adult users have experienced potentially harmful content, this 

climbs to 80% for young adults 18-24.  

○ The most prevalent potentially harmful content was misinformation - 39% of 

users aged 13+ reported encountering misinformation, and 30% said they 

had seen something in the past four weeks that had made them feel 

uncomfortable, upset or negative.  

○ 26% of UK adult internet users report seeing hateful, offensive or 

discriminatory content.  

● 20% of 8-15 year olds with a social media profile have a user profile age of at least 

18, exposing them to a greater risk of seeing ‘adult’ content.  

Data from Ofcom, 2024. 

 

2. The revenue model of social media platforms incentivises their use of engagement 

based content recommendation algorithms. 

Social media platforms charge a fee to show advertisements to their users, who typically do 

not need to pay a monetary fee to use the platform. Social media platforms often collect 

large amounts of data about their users and can therefore sell two models of reach; to a 

mass audience, and to a highly targeted audience (Sindermann et al., 2024). Advertisers (or 

sponsors) are seeking maximum connection with potential customers (or people whose 

views and choices they wish to influence). To maximise revenue, social media platforms 

optimise for maximal user attention, engagement, retention, and growth - thereby 

maximising users’ exposure to ads over time.  

This revenue model (user-related advertisement-based) rewards content that is highly 

engaging i.e. content that drives views, clicks, and shares. Algorithms are therefore 

designed to select and propagate content that is predicted to be highly engaging - 

regardless of its accuracy or potential to harm. These “engagement-based recommendation 

algorithms” are commonly used to generate social media feeds (Covington et al., 2016; 

Narayanan, 2023).   

It is important to note that social media platforms are not the only actors deriving revenue 

from social media platforms. There are other actors such as content creators, online 

retailers, brand and affiliate marketers whose revenue models are also directly affected by 

what information is uploaded, popularised, and propagated on social media (Sindermann et 

al., 2024). 
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3. We focus on recommendation algorithms (content propagation) because platforms 

have almost complete control over what they recommend to a user.  

Social media platforms may propagate information using three models; subscription, 

network, and algorithmic (Figure 1). In the subscription model, the post reaches those who 

have subscribed to the poster. In the network model, it moves through a network of followers 

as each chooses whether or not to share the post. In the algorithmic model, users with 

similar “interests” (as learned by the algorithm based on their past engagement) are more 

likely to be shown a post than those with different online behaviours. This is an important 

difference because the control over what you see (and stop seeing), shifts from the user 

(and their friends) to the platform. The result is that users have less choice over what they 

see, and are more likely to be exposed to content that they didn’t choose, from people that 

they do not know.  

 

Figure 1: Reproduced from Narayanan, 2023. Three models of information propagation: 

subscription, network, and algorithm, showing the propagation of one individual post. 

https://knightcolumbia.org/content/understanding-social-media-recommendation-algorithms 

 

4. Recommendation algorithms are designed to show users popular content. But what 

becomes popular is the results of users' collective online actions. 

Social media platforms are complex systems where information spreads in unpredictable 

ways; content is propagated (or not) depending on dynamic interactions and feedback loops 

between platform design and human behaviour (Narayanan, 2023; Rodrigues et al., 2024)).  

On the platform side, this includes things like:  

● the recommendation algorithms that decide what content you see, 

● content policies that determine what can be posted, and  

● the overall design of the user interface.  

 

On the human side, this involves;  

● how users consume and share content,  

● the behaviour of content creators, and  

● the ways people interact with and respond to posts.  

 

The spread of harmful content on social media is not inevitable. It arises from a combination 

of the social media business model, engagement-based recommendation algorithms, and 

the choices and actions of its users (Jafar et al., 2023; Narayanan, 2023).  
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5. The rapid amplification and repeated exposure to potentially harmful content is a 

particularly concerning feature of human interaction with engagement-based content 

recommendation algorithms.  

There is evidence that action and engagement is driven more effectively by negative appeals 

than positive or coactive appeals (Yousef et al., 2021), that ‘anger’ travels through social 

media faster and further than ‘joy’ (Fan et al., 2020), and that fake information spreads faster 

than facts (Rodrigues et al., 2024). Potentially harmful content can reach and wrap-around 

users. It can reach users when it is disproportionately amplified across the platform. It can 

also ‘wrap-around’ users by being disproportionately presented to vulnerable users in the 

form of harmful content spirals (aka ‘rabbit holes’).  

● Harmful content amplification: Sensational and controversial content such as 

misinformation, conspiracy theories, and divisive material tends to perform well under 

engagement-based recommendation systems, and so receive disproportionate 

amplification compared to health-promoting or neutral content (Rodrigues et al., 

2024). Platforms that rely heavily on user-generated content can become conduits for 

the rapid spread of misinformation, as harmful content can go viral before it is 

identified and addressed. With billions of users worldwide, effectively monitoring and 

moderating content in all languages and contexts is a significant challenge. 

● Harmful content spirals: The personalisation of content feed can reinforce users’ pre-

existing beliefs, amplifying misinformation and reducing exposure to diverse 

perspectives (Eg et al., 2023). Algorithmic recommendations can exacerbate the 

harm caused by harmful content by creating content spirals that expose users, who 

are already at a higher risk of harm, to increasingly extreme or harmful material 

(Stoilova et al., 2021).  

 

 

6. There is growing evidence that exposure to online content translates to actual 

health harms at an individual and population level, with certain groups more 

vulnerable to harmful content exposure.  

We highlight four areas of public health concern; the direct impact of harmful content on 

users’ mental health, the promotion of harmful products, and indirect impacts on society from 

the normalisation of harmful social messages or behaviours, and the erosion of trust in 

scientific expertise and public institutions. These highlighted harms are exemplary, not 

exhaustive. 

At the individual level, there is evidence that exposure to specific online content correlates 

directly with harm: 

● Analysis of the UK Millennium Cohort of 10,904 14-year olds found an association 

between social media use and online harassment, poor sleep, low self-esteem and 

poor body image; which in turn related to higher depressive symptom scores (Kelly et 

al., 2018).   

● Facebook’s released internal research found that 13% of suicidal teenagers in Britain 

attributed their suicidal ideation to Instagram. They also found that a significant 

proportion of UK teens report negative feelings traceable to Instagram - 29% not 

feeling good enough, 18% feeling lonely, 43% not feeling attractive, and 51% feeling 

like they have to create the perfect image (Jafar et al., 2023).  

mailto:news@fph.org.uk
http://www.fph.org.uk/


4 St Andrews Place, London NW1 4LB 

E: news@fph.org.uk  T: +44 (0) 20 3696 1469  W: www.fph.org.uk  

Registered Charity No: 263894 

 

● Exposure to content relating to depression and self-harm can worsen users’ mental 

health(Kostyrka-Allchorne et al., 2023; Naslund et al., 2020; Stoilova et al., 2021; 

Susi et al., 2023) 

● Exposure to misogynist, racist or homophobic content online is also associated with 

poor mental health outcomes, depression, anxiety, chronic stress and poor self-

esteem (Keum & Choi, 2023; Keum & Miller, 2017; Tao & Fisher, 2022).  

● A systematic review of social media use and wellbeing found no significant 

association between excessive social media use and subjective or psychological 

wellbeing, but a negative association between problematic social media use and 

subjective and psychological wellbeing (Ansari et al., 2024)  

There is evidence that social media platforms and content creators promote harmful 

products to users, including children (WHO, 2019). 

● Exposure may occur through direct advertising or indirect allusion to consumption 

and may act to increase the consumption of harmful products such as ultra-

processed high fat, salt, sugar foods, sugar-sweetened beverages, alcohol, tobacco, 

vapes, and recreational drugs (Vannucci et al., 2020). 

● A 2018 systematic review of the effects of digital marketing of unhealthy commodities 

on people aged 12 to 30 found that digital marketing enhanced attitudes, intention to 

use, and current use of harmful commodities, particularly alcohol. Peer social media 

had a greater impact than online advertising in general (Buchanan et al., 2018).  

● In a Canadian study of influencers of children aged 10-12, the rate of unhealthy food 

marketing instances per post was 1 food marketing instance every 0.7 YouTube 

posts, 10.2 TikTok posts, and 19.3 Instagram posts (Potvin Kent et al., 2024). 

There is evidence that some content may contribute to the normalisation of harmful social 

messages or behaviours.  

● Evidence suggests that exposure to some types of content, particularly when 

unintentionally exposed as a result of algorithmic promotion, can lead to the 

normalisation, desensitisation or competition in risky behaviours, to learning new risk 

behaviours (for example, methods for self-harm), and fosters communities of harmful 

practices (Kostyrka-Allchorne et al., 2023; Susi et al., 2023) 

● Social media content depicting eating disorders (aka ‘thinspiration’) or diet and 

exercise culture (including ‘fitspiration’) in promoting or exacerbating poor body 

image and disordered eating through negative social comparisons, thin / fit ideal 

internalisation, and self-objectification (Dane & Bhatia, 2023; Griffiths et al., 2018) 

● Up to 40% of posts on social media contain health misinformation related to 

vaccinations, eating disorders, treatments, and chronic diseases including cancer. 

Accessing health-related misinformation could result in delaying treatment, or 

engaging in harmful, expensive, and futile therapies (Fridman et al., 2023) 

● Online consumption of misinformation is associated with altered perceptions of 

issues, negative emotions, and undermining of prosocial behaviour when offline. This 

can result in the translation of cyberviolence to in-person violence, as felt by public 

health professionals during the COVID-19 pandemic who experienced harassment, 

abuse, and threats on social media, as well as direct physical threats and 

confrontation - which were glorified and amplified on social media. Harassment and 
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abuse were particularly virulent for public health professionals who were women or 

visible minority individuals (Regehr et al., 2024).  

There is evidence that social media platforms can erode public trust in scientific expertise by 

amplifying misinformation. 

● During the COVID-19 pandemic, for instance, there was significant spread of 

disinformation and misinformation via social media platforms, leading to fear, 

hysteria, confusion, and an erosion of confidence in public health measures, False 

claims on social media contributed to avoidable hospitalisations and deaths 

worldwide (Rodrigues et al., 2024). 

● Anti-vaccination content and conspiracy theories led to vaccine hesitancy and 

undermined critical public health messaging, demonstrating how digital platforms can 

generate population-level health risks (Vidgen et al., 2021). A randomised controlled 

trial in the UK found that compared to seeing factual information, being shown 

misinformation decreased intention to receive the COVID-19 vaccine by 6.2% 

(Loomba et al., 2021).  

Critically, these harmful impacts are not uniformly distributed. Vulnerable populations 

including young users, individuals with pre-existing mental health conditions, women, and 

marginalized ethnic or sexual identity groups, experience disproportionately higher exposure 

to and/or harms from harmful content (Abreu & Kenny, 2018; Kelly et al., 2018; Keum & 

Choi, 2023; Kostyrka-Allchorne et al., 2023; Winstone, 2024). 

 

7. Social media platforms can be tools to support health, although the evidence 

currently skews towards negative rather than positive outcomes. 

It is important to note that most online adults (67%) believe that for them, the benefits of 

being online outweigh the risks (Ofcom, 2024). From a public health perspective, social 

media platforms also have the potential to be tools for improving health (Jafar et al., 2023; 

Kanchan & Gaidhane, 2023; Kostyrka-Allchorne et al., 2023) 

● Social media can be used to deliver timely public health messaging or interactive 

health programmes to support preventive health behaviours. Studies during COVID-

19 found that social media users were more likely to be aware of methods to prevent 

disease spread, and more likely to follow pandemic health rules (Jafar et al., 2023).  

● Social media can also have positive effects on mental health, social wellbeing, 

resilience, and loneliness by providing the opportunity for meaningful social 

interactions, to maintain social networks, and to build social capital (Jafar et al., 

2023). A meta-analysis of 58 studies found that use of social networking sites was 

associated with higher social capital when used to facilitate contact and interaction 

among people who already know each other offline (Liu et al., 2016) 

● Social media can be used to provide free access to interventions shown to improve 

health. For example, a 2021 Cochrane review found that programmes on social 

media may help people to become more physically active and may improve people’s 

wellbeing (Petkovic et al., 2021).  

 

However, these positive outcomes are undermined when the overarching incentives of the 

current digital ecosystem prioritises engagement over content quality. 
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8. A public health approach to mitigating the risk of harm from online content must be 

taken. 

The evidence on the health and social impacts of social media is mixed, and further research 

is needed to fully characterise the mechanism and extent of the effects of different types of 

content for different groups of users. However, the need to generate more robust evidence 

does not outweigh the need for action. Our judgement is that the growing evidence of health 

and social harm resulting from the amplification of potentially harmful content by 

‘engagement-based recommendation algorithms’ is sufficient to recommend that a public 

health approach to mitigating the risk of harm from online content must be taken.  

 

What role do generative artificial intelligence (AI) and large language models (LLMs) play in 

the creation and spread of misinformation, disinformation and harmful content? 

9. Generative Artificial Intelligence (GenAI) and large language models (LLMs) could 

be a powerful public health tool but as they become used more widely, in an 

unregulated context, they also pose a significant threat in propagating misinformation  

Creation and Amplification of Harmful Content 

GenAI enables the rapid creation of harmful content, including misinformation, deepfakes, 

and biased narratives (Sippy et al., 2024). For example, LLMs have demonstrated the ability 

to generate highly convincing disinformation for political manipulation (Hackenburg et al., 

2024; A. R. Williams et al., 2024). There is no reason that similar tactics won’t be used in 

health. This technology is also leveraged to produce derivative harmful content that mirrors 

and amplifies existing sensational material, compounding its reach and impact. This is more 

so where there are swarms of interest and advertising opportunities around that content. 

Although GenAI can be used by botnets to spread counter-information that is shaped for 

maximum accessibility by hyperlocal (place/other) communities, botnets linked to GenAI are 

also used to propagate harmful (mis)information for malevolent purposes online (A. Williams, 

2024; Yang & Menczer, 2024).  

Bias and Targeting 

AI systems are susceptible to embedding and amplifying biases, which can 

disproportionately target marginalised groups, eroding trust, and exacerbating social 

inequalities. Algorithms may disproportionately expose vulnerable populations to harmful 

content, perpetuating cycles of harm and mistrust (Capraro et al., 2024; European Union 

Agency for Fundamental Rights, 2022).  

Opportunities for Countermeasures 

Despite these threats, GenAI also offers opportunities for mitigating harm. AI-driven tools 

can enhance public health efforts by identifying and countering biases, disseminating 

accurate information tailored to specific communities, and fostering digital resilience (Vicari & 

Komendatova, 2023). There is scope for security services and public health agencies to 

collaborate more at national level on agent-based approaches to health protecting and 

promoting GenAI and countermeasures linked to national security technologies for tackling 

misinformation, such as botnet neutralisation (World Economic Forum, 2024).  

However, a proactive regulatory approach by the government is essential to optimise the 

potential of these technologies without exposing the population to harm. At a minimum, 
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greater surveillance in this area and funding for research to improve understanding should 

be a priority.  

 

What more should be done to combat potentially harmful social media and AI content? 

It is time to act to reduce the potential for social media to cause harm to individuals and to 

society. Action can be taken to interrupt the pathway of harm at three places; the platform, 

the content, and the individual.  

● Actions at the platform level should target the propagation of harmful content by 

engagement-based recommendation algorithms. 

● Actions at the content level should aim to reduce the prevalence of potentially 

harmful content by preventing it from being uploaded to platforms, and by increasing 

removal of harmful content from platforms.  

● Actions at the individual level should aim to alter users’ behaviour on or use of social 

media.  

 

10. The British public strongly welcome action to tackle potentially harmful content.  

The need to act is understood and supported by the British public - a large-scale, nationally 

representative survey of 2000 adults in the UK found that participants, across all 

demographic groups, were strongly in favour of action against online harms - less than 1% 

thought that there should be no consequences for platforms that fail to deal with harmful 

content (The Alan Turing Institute, 2023).  

● 79% thought social media platforms should ban or suspend users who create harmful 

content.  

● 73% thought social media platforms should remove harmful content.  

● 69% thought that it should be easier to report harmful content to the platform.  

● 68% thought paid promotion of harmful content should be stopped.  

● 52% thought harmful content should be made more difficult to find.  

● 72% thought the government should issue large fines to social media platforms that 

fail to deal with harmful content, while 66% were in favour of launching legal 

proceedings against these platforms, and 63% in favour of publicly naming and 

shaming them.  

●  60% thought platforms should be forced to systematically report how much harmful 

content they host and how they are attempting to combat it.  

● 54% thought platforms should be forced to introduce strict age verification processes.  

11. The UK government should support evidence-based interventions to protect 

individuals from potentially harmful online content.   

A recent review from Johansson and colleagues (2022) synthesises the current approaches 

to tackling online misinformation and their efficacy (Johansson et al., 2022). The UK should 

implement targeted public health interventions that balance innovation with the imperative to 

protect individuals from harm.  

Enhancing digital and algorithmic literacy among the public will be a critical component of 

empowering individuals to safely consume social media and navigate misinformation and 

harmful content (Winstone, 2024). Digital literacy was found by an Alan Turing Institute 
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analysis to reduce susceptibility to misinformation, even after controlling for 

sociodemographic and socioeconomic traits. It recommends exploring digital literacy as an 

immediate priority (Vidgen et al., 2021).  

There is some evidence for interventions designed to curb the spread of misinformation such 

as fact checking labels and accuracy prompts, as well as correcting misleading claims with 

an alternative narrative, especially corrections from a trusted source (Enock et al., 2024). 

Facilitating cross-sector collaboration and research is critical to addressing the systemic 

drivers of digital harms. Open data sharing agreements would enable robust analysis of 

algorithmic risks and foster transparency, while joint initiatives could accelerate the 

development of tools to monitor and mitigate harmful content. For instance, collaborative 

efforts could focus on designing AI-powered systems to detect and flag misleading content, 

coupled with evidence-based counter-information campaigns to correct false narratives 

before they spread widely.  

Investment in further research will be crucial to understand the nuanced relationship 

between algorithmic content promotion and health outcomes, and the impact of exposure to 

harmful content on health inequalities. Research should prioritise preventive measures, such 

as the development of algorithms that promote health-positive content, as well as harm 

reduction strategies that limit user exposure to damaging material.  

 

12. The UK government has a duty to protect and promote human health and 

therefore must strengthen regulation of social media platforms in line with other 

international examples.  

Regulatory frameworks should be expanded to include obligations for platforms to protect 

and promote public health. The UK regulations can be further bolstered by existing 

regulations proposed globally; WHO report on Ethics and Governance of Artificial 

Intelligence for Health (WHO, 2024), moreover, the EU report on Artificial Intelligence in 

Healthcare (European Parliament, 2022). Both these reports offer relevant frameworks for 

addressing the impact of social media on population health and well-being. 

While the WHO report focuses on large multi-modal models (LMM) of AI in healthcare, it 

does highlight critical upstream ethical considerations and guidance of the challenges of 

social media misinformation and harmful algorithms that can be applied to non-healthcare 

social media related fields.  

We urge consideration of the following recommendations from these reports to be applied to 

social media developers/companies (WHO pages 12-22, EU pages 3-52): 

● Protect human autonomy and safety: Implement safeguards against AI-driven 

manipulation and harmful content, ensuring human oversight and accountability for 

algorithmic decisions that impact public discourse and individual safety. 

● Promote human well-being, safety and public interest: Regulate social media 

algorithms to prioritise public health and safety over profit maximisation, minimising 

the spread of misinformation and harmful content that can negatively impact mental 

and physical health. 

● Ensure transparency, explainability and intelligibility: Advocate for transparency 

from social media companies regarding their algorithms, enabling public 
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understanding of how information is filtered and presented, and how this can 

influence opinions and behaviours.  

● Foster responsibility and accountability: Establish clear accountability 

mechanisms for social media platforms regarding the impact of their algorithms on 

society, including their role in spreading misinformation and amplifying harmful 

content.  

● Ensure inclusiveness and equity: Mitigate algorithmic biases that can perpetuate 

discrimination and inequality, ensuring fair and equitable access to information and 

opportunities for all social groups.  

● Promote AI that is responsive and sustainable: Encourage the development of 

social media algorithms that are responsive to societal needs and evolving 

challenges, contributing to a healthy and sustainable information ecosystem.  

Both WHO and EU recommendations indicate shared concerns between healthcare and 

social media, emphasising the need for: 

● Human accountability and regulation to mitigate risks and ensure ethical social media 

implementation. 

● Foster trust and understanding of how the algorithms function. 

● Continuous monitoring and evaluation of systems to address biases, safety issues 

and the ever-changing societal needs. 

International examples, such as the WHO framework on AI ethics, can inform these efforts. 

Transparency in algorithmic decision-making and content prioritisation processes must be 

mandated to ensure accountability. By adhering to these WHO guidelines, the government 

can foster responsible social media ecosystems that will positively impact population health 

and well-being, maximizing benefits while mitigating ethical risks and ensuring public digital 

literacy, health and safety.  

Several countries have implemented social media restrictions in response to concerns about 

its harmful impacts, signalling a growing recognition of the risks posed by unregulated digital 

environments. Multiple EU member state countries have implemented their own laws relating 

to social media misinformation/disinformation. These include Germany`s Network 

Enforcement Act (NetzDG; enacted 30. June 2017) and France's law against the 

manipulation of information (2018-1202 law; enacted 22. December 2018), coupled together 

by the 2022 EU Code of Practice on Disinformation and the other initiatives of the European 

Digital Media Observatory (EDMO), with EU countries participating in such initiatives 

(European Commission, 2024).  

The anticipated outcomes include accurate health related information and regaining trust in 

public health institutions. Australia’s vote to ban social media for children under-16 was a 

threshold moment for policymakers. While it is too early to fully understand the long-term 

effects of these measures, they represent an important opportunity to generate evidence on 

the potential health benefits of stronger regulations.  

The actions of these nations underscore the seriousness with which governments 

worldwide are addressing the health impacts of social media, serving as a critical 

signal that the UK must also consider significant and proactive measures to protect 

public health. 
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